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Abstract—This article addresses the development and integra-
tion of artificial intelligence (AI) technologies, such as Tracking
Learning Detection (TLD) and Google MediaPipe (MP), into a
military robotic system known as Robotic Sniper (SR). The SR
aims to replace the sniper and observer with cameras equipped
with AI algorithms, reducing soldiers’ exposure in surveillance
missions and increasing operational efficiency. TLD is used for
target detection and tracking, while MP is employed for recog-
nizing keypoints of the target’s face. The AIs control the robot’s
motors. The article details the methodology for developing the
operator interface software, as well as the integration of TLD and
MP technologies, and discusses the results obtained, the system’s
effectiveness in identifying and tracking targets in different
military scenarios. Ethical concerns related to the increasing use
of robotic weapons and the importance of maintaining human
control over target selection and attack decisions are highlighted.

I. INTRODUCTION

Technological advancement has significantly contributed to
the evolution of conflicts throughout the centuries. With the
rise of robotics and AI, the military landscape has witnessed
an unprecedented transformation. Armed forces are facing the
reality of accessible equipment, challenging and sometimes
surpassing sophisticated equipment, as seen in current scenar-
ios where low-cost drones can neutralize vehicles, aircraft, or
ships whose costs are orders of magnitude higher. This contrast
underscores the urgency of adaptation and the importance of
quickly incorporating these technologies by the countries or
groups involved, as is the case with the conflict between Russia
and Ukraine.

Historically, the role of the sniper and observer has been
decisive in military operations. As described in the United
States Army Sniper Manual (1994) [1], the sniper’s mission
is to provide precise long-range fire support on selected
targets, while the observer assists in locating targets on the
ground and determining environmental conditions. However,
both are exposed to the risk of being identified and targeted
by enemy fire. The development of the Robotic Sniper (SR)
can help minimize soldiers’ exposure by replacing the sniper
and observer with cameras equipped with AI-based algorithms.

Snipers are also employed in hostage situations, and SRs
should minimize the risk of injuring hostages by increasing
the accuracy of shots through more robust weapon control via
a more realistic modeling of local weather conditions.

In the Robotic Sniper (SR), the roles of the sniper and
observer are replicated by two cameras integrated into a
computer vision system that utilizes AI, such as MP and TLD,
respectively, for target detection and tracking. The TLD will be
used in the observer’s camera to distinguish objects, while the
MP will be used in the sniper’s camera to accurately determine
the center of the eyes for targeting the subject.

When it comes to studies on target tracking based on AI
technologies, two notable ones are MP and TLD. According
to [2] and [3], MP is a framework developed to enable users to
quickly and easily utilize its resources through the Machine
Learning (ML) process. This algorithm provides a structure
for sensory data inference, performance evaluation tools, and
reusable processing components called Calculators, which
allow improvements in perception through their language
configuration. MP is capable of recognizing various pieces
of information, such as people’s orientation and limb arrange-
ment, and determines, through a convolutional network, which
person deserves the detection layer, prioritizing the one more
centrally located in the image.

However, in cases of multiple people on the screen or a
cluttered center where facial perception is ambiguous, MP
may encounter difficulties in identifying the correct target,
which is resolved by using TLD. According to studies [4]
and [5], the Region of Interest (ROI) process is used with
real-time object tracking, combining technologies such as the
CamShift algorithm, OpenCV, and ConvNet. This allows for
precise identification of individuals, even in complex situations
such as kidnappings, human shields, protests, among others.
ROI technologies have a limitation related to defining a generic
rectangle that does not specify what is contained within it.
This can result in the exclusion of other objects that are
not entirely within the area delimited by the rectangle. For
example, if a human is within the ROI, the center of the



rectangle will be close to their navel. However, if the person
raises an arm, the rectangle will expand, and the center will
no longer be aligned with the body. Thus, the combination of
these two technologies provides a robust and effective system
for detecting and tracking targets in various defense or public
security contexts.

Previous studies have explored the use of cameras for
gesture recognition purposes to transmit information to control
systems, such as prototypes of robotic arms. These investiga-
tions aim to achieve more intuitive and efficient control of
physical devices, leveraging the keypoint recognition capa-
bilities of MP. The articles [6] and [7] present an approach
congruent with the project discussed in this study. Both works
focus on identifying single-hand gestures and subsequently
transmitting this information to control systems. Although the
mentioned studies demonstrate the feasibility of this approach,
it is important to note that comprehensive tests have not yet
been conducted, especially in scenarios involving additional
challenges, such as simultaneous detection of gestures from
multiple hands or gestures in unconventional positions.

The technology of TLD can be observed in [8], where
a mobile robot is tasked with recognizing and tracking a
human. This study utilizes not only TLD but also Median-
Flow, another native AI algorithm of OpenCV, and a generic
facial recognition algorithm. Here, there was also a concern
with scattering components such as the tracked human being
in motion or obstructed. The approach of this study is re-
lated to the creation of a skeleton of 20 joints. The system
appears to resemble the keypoints of MP. Tests demonstrate
the technology’s ability to continue recognizing the target even
after it disappears from the screen and reappears. The study
also addresses the high rate of false positives of TLD. The
developed technology, called SIFace-TLD, can successfully
track the target even when the target is facing away from
the camera. Furthermore, the Monte Carlo Particle Filter was
adopted to reduce the influence of measurement noise and
obtain an accurate estimate of the state for robot motion
control. Lastly, a simple and effective controller for human
tracking was designed. In the case of SR, the project uses MP
to fulfill this need.

On the other hand, robotic systems utilizing the concept
of sentinels already exist in the military domain, such as
the SGR-A1 developed by Samsung Heavy Industries [9].
It is a robot with autonomous shooting capability, allowing
it to identify and shoot targets without human intervention.
This robot has various levels of human interaction, operating
in both semi-autonomous mode, where the final decision on
shooting is made by a human, and fully autonomous mode,
where the robot makes independent decisions on when and
where to shoot. Its operating interface consists of two main
screens, a camera with night vision, thermal imaging, and
zoom capabilities.

Additionally, Dodaam Systems Ltd., a company recognized
for its leadership in manufacturing military robots, also invests
in research, as evidenced in [10], which presents a surveillance
system equipped with a target tracking algorithm. This system

utilizes a direction vector calculated from the position error
between the center of the viewport and the center of the object
in the image captured by the camera. The company is not
limited to a static robot but has a range of lethal and non-lethal
robots, both static and mobile, with or without humans. It has
a control center and a variety of complementary technologies.

In this In this paper, we cannot fail to mention the mani-
festo by Human Rights Watch [11], in partnership with the
International Committee of the Red Cross [12], regarding
their concerns about the increasing proliferation of robotic
weapons that have the potential to replace humans in combat
situations. The SR robot aims to position itself at the safest
level of human interaction, known as ”Human-in-the-Loop,”
where robots require human authorization to select targets and
inflict damage, following established international norms.

Thus, the study was initiated in 2022, resulting in an SR,
as shown in Figure 1, with two axes, equipped with a Taurus
9mm pistol and two cameras, one for terrain vision and another
equipped with a scope. The robot has compact dimensions and
a modular structure consisting of two distinct parts: a base and
a weapon-carrying module. It features two Dynamixel Robotis
MX-106R motors, each responsible for a specific axis. In the
SR, the functions of the shooter and observer are replicated
by two cameras integrated into a computer vision system that
utilizes AI, such as MP and TLD, respectively, for target
detection and tracking. TLD will be used in the observer’s
camera to distinguish objects, and MP in the shooter’s camera
to accurately determine the center of the eyes for targeting the
subject. The cameras used in this study are Webcam Full HD
1080p, which have autofocus and good contrast, adapting to
the lighting conditions.

Fig. 1. Profile image of the SR prototype.

The proposed article aims to explain the operation of the
operator interface software, as well as the development and
integration of TLD and MP technologies, computer vision
algorithms based on artificial intelligence, which control the
movements of the robot’s motors presented in [13]. The main
objective is to explain the algorithms that enable the operation
of the interface, where the user can indicate a target, and
the robot identifies and tracks it, keeping it centered on the



screen. Specific objectives include how AIs interact with the
SR, including the implementation of real-time ROI in the TLD
algorithm, integration between the various AI tools employed,
the use of keypoints from the MP algorithm for robot motor
control, and the development of an operational interface for
the user.

This article is structured into four distinct sections. In
addition to the introduction, which presents relevant concepts
and technologies related to the topic, it includes a detailed
methodology on the development and construction of the
software. The third section addresses the obtained results and
the discussions arising from these results. Finally, the fourth
section encompasses the conclusions, highlighting potential
future applications related to facial differentiation.

II. METHODOLOGY

This study provides a detailed analysis of the operation
of the software and user interface created for the SR, as
well as describing the process by which the robot is created,
the exchange of Artificial Intelligences (AIs), and finally,
the execution of the shot. The entire procedure is described
sequentially, as illustrated in the flowchart shown in Figure2.

Fig. 2. Steps flowchart.

In the operation of the SR, initially when the system is
initialized (Start), the robot is in a surveillance state and
responds to the operator’s commands, which must be provided
via the keyboard and can move it in any direction or activate
the ROI algorithm that leads to the first stage. At this moment
(Stage 1), on the screen where the user views the actions of the
two cameras, the creation of a small green rectangle, controlled
by the mouse, around the desired target selected by the mouse
is made available, which can be moved or resized to select the
target quickly and accurately. After the rectangle is created by
the operator and clicked on the target, the TLD comes into
action. For better visualization of the beginning of this phase,
the rectangle changes from green to blue. The TLD has two
internal cycles, search or track. The search is when the target
is not detected, and the track is when the target is detected.

The TLD algorithm uses pixel values to transform this infor-
mation into motor speed, and for this conversion, a mapping
function is used, which we call here the MAP function. The
pseudocode for this function is presented in Figure 3.

As mentioned, the MAP function is responsible for trans-
forming input values from a pixel displacement range to
an output range of velocity displacement, which translates

Fig. 3. Map function.

the information coming from the camera into commands
understandable for the motors and was adapted from the C
language library of Arduino to Python language. The algorithm
uses the reference of the distance between the central point
of the target, given by the TLD or MP algorithms, and the
central point of the camera, and uses this distance to calculate
the velocity.

Fig. 4. Capture of Pixels that will be converted by the Map function.

As illustrated in Figure 4, each motor has a different speed
limit because their behaviors vary according to the central
points of the cameras. The cameras have a resolution of
640x480 pixels; therefore, the central point of the camera for
the x-axis is 320, and for the y-axis, it is 240 pixels. Another
variant is the x-axis motor, with a movement ratio of 1:1, while
for the y-axis motor, there is a movement ratio of 20:1, due to a
worm gear. This variation in robot movement is addressed with
the Map function and different speed limits on the Dynamixel
motors, being for the x and y axes, respectively, 60 and 1000.

Continuing with the flowchart of the software operation
methodology of this work, we observe that the second stage
(Stage 2) is based on target selection and confirmation. The
central x and y coordinates of the rectangle, that is, of the
target, are identified. With the use of the Map function, it
becomes possible to calculate the motor speeds. The robot
will move autonomously and continuously (TLD) until it
reaches the central point of the target, adjusting the motor



speeds according to the verification of the distance between
the desired central point and the camera’s central point, which
occurs with the receipt of each new frame. An error rate can be
defined as the minimum difference between the central point
of the target and the camera’s central point. The sixth stage
(Stage 6) occurs if the operator decides to turn off the TLD
algorithm. This situation may occur if the target is outside the
camera’s coverage area or if it is erroneously selected by the
operator, not corresponding to the desired one.

Subsequently, in the third stage (Stage 3), with the robot
centered on the rectangular target of the ROI, the operator
has the option to switch the identification algorithm via the
keyboard. Thus, the robot will perform a more accurate
identification using the MP, which results in the identification
of key points on the target’s face and body, differentiating
yellow points for the left side and green for the right side.
In this phase, the displacement of the target in relation to a
reference point between the eyes is calculated, allowing the
”sniper” camera to control the robot’s movement assertively
(MP). If disabled or fails to find the target within a timeout
of 2 seconds, it will return to Stage 2.

In the fourth stage (Stage 4), the target is in sight, and the
robot precisely awaits the operator’s decision to interrupt and
return to the initial stage or proceed to the final stage of the
mission. If the target moves, the MP automatically centers the
target in real-time, using the Map function to pass data to
the motors. Finally, in the fifth stage (Stage 5), the operator
fires, and the robot returns to the initial surveillance position,
awaiting new instructions. Thus, completing the cycle that the
SR goes through from visual identification to the actual shot,
carried out under operator supervision.

The supervision and control of the system are carried out
by a designated operator, whose operations are conducted
through an interface, as shown in Figure 5. In the image, two
main screens stand out: the primary screen for the observer
and a secondary screen for the shooter. Given the academic
context of this study, the interface is equipped with a series
of interactions, including buttons to activate AIs, reset and
emergency buttons, firing buttons, as well as a text block for
code monitoring, among other essential functionalities.

Fig. 5. Interface between operator and SR.

This interface allows observations of the behavior of the AIs

Fig. 6. Result of Stage 1.

and the response of the motors. Analyzing the interactions
between the operator and the system can provide valuable
insights to optimize operational efficiency and ensure the
safety and reliability of operations.

III. RESULTS AND DISCUSSION

As described in the methodology presented in Figure 2, the
process begins with the selection of a target by the operator.
Then, it proceeds to Stage 1, as illustrated in Figure 6.

The camera shown in Figure 6 has a wide capture area
to cover a larger number of objects and people that can be
selected as targets. Selecting an area of interest allows the
Sniper’s camera to provide greater detail of the target. It is
noticeable that the image does not have high quality, as the
camera was configured for a resolution of 640x480 pixels.
Additionally, the image used corresponds to the observer,
which does not have an appropriate zoom system.

In Stage 2, it is important to highlight that the area of
interest can be created in any area of the image, making it
possible to select a non-human object and pursue it. This could
be advantageous from the perspective of a broader scope target
search. However, the technology developed is aimed at human
targets. Therefore, it may be necessary to repeat the target
selection stage to proceed with activating the MP for motor
control and target pursuit. The result of this stage is illustrated
in Figure 7.

Thus, with the use of MP in Stage 3, illustrated in Figure
8, in conjunction with TLD, it is possible to work with
great precision. However, the system does not have effective
and specific techniques for real distinction between people.
This ability could be acquired with the use of other tools
that work in conjunction with the OpenCV library, using the
calculation of the distance between specific points on the face
for differentiation.

Finally, after the transition from target tracking to firing in
Stage 4, a laser pointer was used in place of a weapon. When
the firing was activated, the laser pointer would activate as
well, in order to demonstrate the tests conducted in Stage 5.



Fig. 7. Result of Stage 2.

Fig. 8. Result of Stage 3.

Figure 9 demonstrates the test conducted during the laser
activation. In the wider image on the left, the observer’s view
is shown, with the target already selected and centered. On
the right is the sniper’s view, providing greater detail of the
target and the exact position of the sight.

Regardless of its movement, the sight tends to track the tar-
get, which can also be used as a powerful tool for intimidation
and confusion of the target due to the difficulty in opening the

Fig. 9. Result of Stage 5.

eyes considering the location of the light beam.

IV. CONCLUSIONS

The study highlights that the combination of AI and com-
puter vision technologies in the SR represents a promising
solution for military operations. The specific results emphasize
the real-time use of a ROI converted to the TLD algorithm, as
well as motor control and alignment with the target through
AI. The operator interface harmonizes with combat robotic
equipment, ensuring ethical care in a topic still under discus-
sion.

Future studies focused on optimizing AI algorithms and
developing a proprietary combat system are necessary for
future advancements in this area. These new studies open
the possibility of facial recognition through the replacement
or blending of real-time facial recognition technologies with
those currently used. Articles such as [2] and [7] demonstrate
that better results are obtained with combined AI algorithms.
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